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Abstract

This paper provides a solution to the question of how, whahwelnere to perform inter-session network coding for
a general network model both under wired and wireless ciamdit In particular, an original queuing architecture and a
dynamic routing-scheduling-coding strategy are intr@dufor serving multiple sessions when linear network coding
allowed across sessions. This policy provides a novel sidarto the class of back-pressure policies by incorpagatin
inter-session coding decisions via simple rules on thevaelequeue-length levels. Despite the fact that the capacit
region of inter-session coding is a challenging open prabli this paper, we prove that our algorithm can support
any set of rates in a non-trivial characterized region ofi@ble rates. In addition to its practical implicationisist
work also provides a theoretical framework in which the gaif inter-session network coding and pure routing can be
compared.
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I. INTRODUCTION

The efficient use of the scarce resources of communicatitwionks is critical in providing high quality service to
the flows (or sessions) that compete for these resources, @hy method which conveys more information with the
same number of transmissions is extremely valuable for orétywerformance. Network Coding is one of the most
promising methods that suggests significant throughpudydend energy gains over existing strategies [1].

Traditionally, packets that are generated by the sourcesefaion are forwarded through intermediate nodes towards
their destinations without modification. This approach hasn challenged by Ahlswede et al. in their seminal work
[2] where they introduced the concept of Network Coding, alihallows intermediate nodes toix the information
contained in different packets into a newly generated padkbas been shown in [2] that such an operation has the
effect of relieving congested areas of the network whileeading the information transfer over less congested parts,
thus achieving significantly higher end-to-end throughpan is possible with traditional methods.

Network Coding in packet networks can be classified into types:intra-session coding (where coding is restricted
to packets belonging to the same session or connectionjnéedsession coding (where this restriction is lifted and
coding is allowed among packets belonging to possibly wfie sessions). The former, which is also referred to
as superposition coding [3], has been extensively studteid. well-known that intra-session coding improves the
throughput of lossless multicast sessions (see, for exan@), [4], [5]) and of lossy sessions—unicast or multicast
(see, for example, [6], [7]). It is also known, however, thdta-session coding is suboptimal [3]: inter-sessioningd
is necessary to achieve optimal throughput in general.

Performing inter-session coding, however, is not stréayiiard. To perform inter-session coding optimally, linea
coding operations are not sufficient [8], and, even if wetlimirselves to a particular class of linear coding operation
deciding what operations to perform is ®p-hard problem [4]. Optimal inter-session coding, howeigenot necessary:
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sub-optimal inter-session coding can achieve significarfopmance gains in practice, as demonstratedbye[9]—a
protocol for inter-session coding that has been evaluatesiniulation studies and testbed implementations. Remark-
ably, cope simply exploits a rudimentary form of inter-session codthgt generalizes the “physical piggybacking”
discussed in [10]. We are therefore motivated to develohaust for inter-session coding that, though not optimal,
achieve significant throughput gains over intra-sessiatingpfor a wide range of networks.

The main contributions of this work are as follows.

o We introduce a novel queueing architecture to capture theddbility constraint of inter-session coding operations
and propose a dynamic algorithm that utilizes the resultingue-length information to make simple scheduling,
routing and inter-session network coding decisions. Ttegptee nature of the algorithm allows its use in networks
with unknown topologies and arrival statistics. In the aitpon, every node utilizes only that information which
is relevant to its decision, which naturally facilitatestdbuted operation.

o We provide a rigorous analysis of the network performannd, grove that our algorithm can support any flow
rate which lies within an inter-session achievable ratéoregharacterized in [11]—a region that we refer to
as A. The regionA is not the capacity region of inter-session network codsigce this region is unknown,
except under some additional restrictions (e.g. [12])heait is a non-trivial expansion of the capacity region
of intra-session network coding that relies only on simpigcticablexor coding. The region is constructed by
exploiting coding opportunities of the “butterfly” type ésé&igure 1), which is the type of inter-session coding
that is most overwhelmingly considered in the literature.

This paper continues the work along the line of suboptimet,improved, methods for inter-session coding, which
includes [13], [14], [11], [15]. The defining characteristf this paper is that, rather than proposing an algorithm
that operates on given flow rates (or ones it measures), weopeca dynamic routing-scheduling-coding strategy that
operates solely on appropriately maintained queue-stédemation. Thus, although the algorithm described in [15]
(which is the result of independent work by Ho et al.) bearsesaimilarities to our strategy, it nevertheless differs in
this defining aspect. Dynamic strategies such as ours doeqoire flow rates as an input and can be run “on-line”.
They will generally take some time to find the desired opecpfioint, but they are robust to dynamics of flows and
network topology because they react to present circumstaas measured by the state of the queues.

Our strategy extends that afoPE and can be seen, moreover, as an extension of the dynamiog-@echeduling
strategies of Tassiulas and Ephremides [16] and others [(E78 [18], [19], [20], [21]), which do not allow for
coding; and of the dynamic routing-scheduling-codingtstyg [22], which allows for only intra-session coding. We
also note more recent works on the dynamic coding-scheglglirategy [23], coding-aware queue management for
unicast flows [24], [25], and energy efficient network coddesign in wireless networks [26] that utilize inter-sessio
coding. These works, however, differ from ours in that they lauilt uponcoprklike coding that explore inter-session
coding opportunities where decoding must happen withintmg In comparison, our strategy allows -in fact seeks-
inter-session coding opportunities beyond the next hoghixirs, and thus can achieve a larger throughput region, as
demonstrated in our humerical results (see Section VII).

This line of work suggests a paradigm shift in the way we apgpinothe notion of capacity. In particular, rather
than aiming for explicit characterizations of the capacigion of complex networks, which is generally a difficult
task, we aim to develop distributively computable decigioles that can be shown, via control theoretic techniques,
to achieve close to capacity performance. In fact, this @ggnr suggests an algorithmic way to accurately estimate
the capacity region of complex networks.

The rest of the paper is organized as follows. In Section #,imiroduce a general system model and describe our
goal. In Sections Il and IV, we respectively focus on theadibutterfly and wireless exchange networks, which form
the building block for the general scenario, to describedyuramic algorithm and provide insight into its operation.
In Section V, we consider general wired networks, and werissour joint routing, scheduling, and coding strategy
and prove its stabilizing properties. In Section VI, we d#sehow our algorithm and performance analysis can be
extended to the case of wireless networks. After discusstngral numerical results in Section VII, we complete with
concluding comments in Section VIII.



Il. SYSTEM MODEL AND GOAL

Although our algorithm and analysis apply to both wirelimelavireless networks, for purposes of exposition we
provide most of our descriptions and analysis for the wieelnetwork model (Sections Ill and V), and subsequently
point out to the main components necessary to extend thenamyis to the wireless network case (Sections IV and VI).
Next, we describe the system model for wired and wireleswaorss, the traffic model, and the coding capabilities.

In both the wired and wireless context, we assume that thersysperates in a time-slotted manner, where all
nodes are assumed to be synchronized to a common'chMéekconsider a packet network, where epelskef denoted
by P, is a vector of lengthm over a finite fieldl, for fixed integer values ofn andgq.

Coding Capability: Traditional networks treat packets as unalterable objantl are concerned with their forwarding
from the source to destinations. Thus, they are concernéld the scheduling and routingproblems of network
communications. In this work, we allow each node to perféimear network codingover the packets it holds. In

particular, for a se{P;,--- ,Px} of packets, a node can create a coded packet
K
P=> aPy,
k=1
whereay, € F, for k=1, , K, and the summation is over the finite fielj 2. Hence, the contents of packets are

allowed to be modified in the interior of the network. Such amwoek coding operation is shown to provide throughput
gains compared to traditional forwarding strategies ([R])s also known that random coding of packets that belong
to the same sessioinfra-sessioncoding) is always advantageous ([27], [7]). However, asljt random coding of
packets across different sessioimgdr-sessiorcoding) may be either advantageous or harmful to perforeahtais is
because the receivers may not be able to accumulate suffsiélninformation to decode the randomly coded packets
unless proactive effort is exerted to convey critical sia@imation to the intended receivers.

Wireline Network Model: We model a wireline network as a directed graph= (N, &), where N\ is the set of
nodes andf is a set of directed edges (links) that represent pointeiatpconnections. We incorporate effects of
link failures into the model by assuming that link qualitigsange over time according to some unknown stochastic
process. In particular, every link takes one of a set of statevery slot which determines the number of packets that
can be transmitted over that link in that slot. It is assunfet hodes know the state of their outgoing links at the
beginning of each time slot. Notice that we do not assume ttosviedge of channel statistics which may be difficult
to obtain, but limit the knowledge to locally available chahstate information. To facilitate exposition, we assume
that the state space for channel quality of each link cangifttwo states: ON and OFF, where in the ON state a
single packet can be transmitted, while in the OFF state skgiaxan be transmitted. We l€Y; ;)[t] € {0,1} denote

the channel state of the link, j) € £ at timeslott and denote its mean by; ;). Although~; ;) is a function of the
underlying channel statistics, its value is not known sitiee statistics are assumed to be unknown. Moreover, we
assume that the link state of a given link is independenttyidentically distributed (i.i.d.) in every time slot. Thes
assumptions are not restrictive and can be extended to aflove states (each representing the supportability of a
different number of packet transmissions), and statiomay ergodic channel state processes (see for example [19]).
Wireless Network Model: Wireless network model differs from its wireline countarpin two aspects: availability of
broadcast transmissions and existence of interferencecapeire the broadcast nature of transmissions by modeling
the network as a directduypergraph{ = (N, £), where is the set of nodes anflis a set of directed hypereddes
that represent broadcast transmissions. To capture tbddargnce between concurrent transmissions, we ldenote

the set of all feasible hyperlink activation vectors, wheeeh feasible vector is @— 1 vector that yields a set of
nonconflicting hyperlinks that can be simultaneously &ctif a hyperlink (m, N) is allowed to transmit, we use
Y(m,n) to denote the mean transmission rate that is achievableito\&milar to the wireline case, a description for
the wireless network of the regiah in which intersession coding is allowed is provided in SmttVI.

1This assumption, commonly made in the literature, can kaxeel by including a buffer zone between subsequent slotshance rendering
an imperfectly synchronized system effectively synctredi

2In our discussions, for ease of exposition, we will assuna ¢h= 2 and the summation is a simpioR operation.

3A hyperedge is a generalization of an edge that starts atgéesiode and ends at possibly more than one node.



Traffic and Queueing Model A set F of flows (or sessionscompete for the resources of the network, where each
flow, say f € F, is described with its beginning node, denoteddfy) € A/, and its destination node, denoted by
d(f) € N. We assume that associated with each flow, Sathere is a fixed route witth/; and & that respectively
denotes the set of nodes and the set of links that the flowrseseThus, unless packets of a flow is coded with
another flow’s packets, their route to the destination is@at interest is in optimally identifying inter-sessiondoag
opportunities that will exploit network resources. We Jet") [t] denote the number of exogenously generated Ffow-
packets that entes(f) at the beginning of time slotto be transmitted tal(f). We assume that(/)[¢] i.i.d.* overt

with a mean ofA(/) and finite second moment.

The coded or uncoded packets are maintained in infinite sieei@p as they traverse the network nodes. We note
that the architecture of the queueing network is a decisimice in the overall design. Thus, the goal of the design is
to develop the queuing architecture and the routing-sdiregtaoding operations to be performed within the network
so as to achieve the stability of all the queues as long as #enrarrival rates are achievable. Next, we define a
strong notion of stability that is commonly required.

Definition 1 (Stability, Achievability)A queue with queue lengt®[¢] at timet is said to be ‘stable’ if

. 1 T—-1
h:rrnjotip T ; E[Q[t]] < oo.
Further, we say that a mean arrival rate vecter (A\(/)) is ‘achievable for a given policy’ if, under that policy, all
the queues in the network are stable when the mean arries eae\.

In our discussions, we ldt denote thecapacityof linear inter-session coding for a given network and seftavfs,
which describes the largest set of achievable flow rates Wihear network coding is allowed across sessions. The
characterization of the capacity regidhis currently unknown for a general network topology, butr¢hare works
which characterize an achievable region (e.g. [11]) or thHlecBpacity region under pairwise coding limitation ([L2]

Our work builds on the work by Traskov et al. [11], which prdes a non-trivial achievable region that we denote
by A. We propose a novel queueing architecture and a dynamicithlgothat reacts to the network state to achieve
high throughput. In particular, we develop a decentralimaging-scheduling-coding algorithm which, in addition t
scheduling and routing decisions, determines when andeniméer-session coding operations should be performed
to improve achievable throughput performance. Our saluéipplies both to the wired and wireless networks and is
shown to achieve any set of mean rates that lies inside threspwnding achievable rate regidn In this paper, we
refrain from discussing\ in depth, but provide its description as it pertains to owalgsis in the appendix.

IIl. THE BUTTERFLY NETWORK

We first describe our algorithm for the canonical butterflywak introduced in [2], depicted in Figure 1. This
allows us to explain the essential components of, and givermg intuition for, our algorithm without complicated
notation. In Sections V, and VI, we extend our results to gangireline and wireless networks. Since theregion
is essentially obtained by decomposing a general wireliggvork into superimposed butterfly networks, a deep
understanding of the butterfly network is critical for theemsion.

A. Achievable Rate Region

Suppose there are two unicast flows: Flgvirom nodeb to ¢/, i.e., s(f) = b, andd(f) = ¢; and Flowg from node
Y toc,i.e.s(g) =V, andd(g) = c. The exogenous arrivals for these flows have mean vdtesand \(9) packets/slot,
respectively. Assuming that each available Iiikj) has capacityy; ;) = 1, Figure 1 describes the operation of inter-
session coding: packets from these two flows are mixed tegetking thexor operation and “remedy” packets
are supplied to allow the coding operation to be undone aadrttiependent flows recovered downstream. Notice
that when coding is not allowed, i.e. only routing is avaialink (m,n) becomes the bottleneck link and the total
achievable rate\/) + \(9) cannot exceed packet per slot.

4Similar to the channel state process case, it is possibleléx ithis assumption to cover general stationary and ecgadival processes by
extending the analysis of this paper to block of time sloee(s.g. [19]). We avoid such analysis for clarity.
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Fig. 1. The butterfly network. Flowg and g begin at nodes(f) = b ands(g) = b/, respectively, and end at nodééf) = c andd(g) = ¢,
respectively. A packeP 1, from Flow f, is xorRed with a packefPs, from Flow g, thus requiring only one “coded” packet to be sent over link
(m,n). In exchange, two “remedy” packets must be sent for decotfingcoded packet at the destinatianand ¢’. In particular, remedy packet
P31 must be sent from node to nodec and remedy packdP, must be sent from nod& to nodec’.

In the more general case of an ON/OFF channel with averagedite(; ;) < [0,1] for each available linKz, j),
the set of(A(/), A(9)) that are achievable by simple routing and coding strategiegyiven next.

Proposition 1 (Butterfly Achievable Rate Region with RautiiZ .)): The achievable rate region of the butterfly
network with routing contains the set of g\, \(9)) that satisfy:

AP < min (Y mys Ymer)s ()

A9 < min (Y m), Y(n,e))s @)

AL + A9 < Ymon)» )

A>0. “)

Proof: This result trivially follows from the max-flow-min-cut toeem, and is omitted for brevity. u

I'E .. gives the largest set of mean flow rates that can be achiewbdawiouting strategy. When network coding is
allowed, the set of achievable\(/), \(9)) increases as shown next.

Proposition 2 (Butterfly Achievable Rate Region with Codifi§,.)): The achievable rate region of the butterfly
network with coding contains the set of &\(f), A\(9)) that satisfy: for some\(/:9), we have (1), (2), (4), and

A ) (o) < Y(m,n)> >
AL <y 0, )

)\(fa(]) S ’Y(b’,d)’ (7)

0 < AP0 < min(AV), A9)), o

Proof: We describe the need for each constraint. (1), (2), and @)aarin the routing case. For decodability
at the destinations, for each coded padRet® P,, there must be a remedy packet transmitted over the side. links
Noting that\(/:9) captures the rate of coded packets generated at modbe side links must be able support this
rate, which is given in (6) and (7). That the rate of coded p&ckannot be more than the rate of each flow is given
in (8). Finally, since over linKm,n) one coded packet is transmitted instead of two uncoded flekegts, the actual
rate of flow over it is given byA\(Y) + \(9) — \(:9) which leads to (5). [ |
In the definition,\(/:9) captures the flow rate of the coded packets generated atmodfée illustrate the potential
gains of coding in a butterfly network with error-free linkse(v(; ;) = 1 for all (7,7) € &) in Figure 2. We can
observe that the set of arrival rates supportable with is¢ssion coding can be as large as twice of what can be
supportable with routing. In Section VII, we also depict tlegions of an asymmetric case (cf. Figure 10).
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Fig. 2. Capacity regions of routing and coding for the btigenetwork of Figure 1 with unit capacity links.

B. Dynamic Coding and Scheduling Algorithm

In the butterfly scenario of Figure 1, if the exogenous atrates(\(/), A\(9)), the channel statistics and the complete
network topology were known at some centralized point, the¥) in Proposition 2 could, in theoty be found for
any (A\/),\(9)) in the achievable rate regioR% ., thus allowing the rate pair to be achieved. In many network
settings, however,\(/), A(9)) and the channel statistics are not known, and we moreoveotibave a centralized
point with complete network information. Also, the arrisand link states are stochastically varying. Therefore, we
wish to make decisions on coding, routing, and schedulingherfly with decentralized operations. This is the type
of dynamic policy that we seek.

Intuitively, a good place to make the coding decision is afleng:. If node m observes that its instantaneous
packet queue has many packets queued for Fiamd many packets queued for Flgwthen it is likely that noden
represents a bottleneck. In this case, we could allevi&edingestion at node by coding, which introduces remedy
packets at nodé andb’. We assume that node is capable of sending smatemedy requesprotocol messagéso
nodesh and?d’, requesting that these additional packets be sent. If s (b, ¢) and (¥, ¢') are themselves congested,
however, it may not be a good idea for nageto code. So it is not clear what the decision rule must be tdoéihe
network coding advantage while guaranteeing decodalgitityie receivers and stability of the system. We propose a
dynamic algorithm that achieves this goal in the next sactio

Next, we give a dynamic policy that yields coding decisioasédd on the occupancies of neighboring queues. These
gueue-lengths must be maintained so that they serve as aimeadsdecodability of the coded packets.

Definition 2 (Dynamic Coding and Scheduling Algorithm foe tButterfly Network):At the beginning of slot, let

,(Cf) [t] be the number of uncoded Flojvpackets at nodé; let Qzem(c) be the number of remedy packets destined
for nodec at nodek; and IetQ,(f’(c’c/))[t] be the number of coded packets destined for nodé¢ nodek. At each
time slot, Flows packets arrive at nodieand are placed into quel@f)f), and Flowyg packets arrive at nod& and
are placed into queu@'?.

We consider each of the nodes in turn.

« Node b maintains two queuei)ff) and Qzem(c), and its policy is straightforward: At each time slot, it sse
whatever capacity is available on lirfk, m) to servngf), removing served packets from the queue and placing
them intoQY’, and it uses whatever capacity is available on linke) to serveQZem(C), removing served packets
from the queue, which then reach their destination. Theasido at nodé’ is similar to that at nodé.

« Noden maintains four queuesp’, Q'¥, ng’(c’c/)), and Qﬁ{z/’(c’c/)). It checks to see i\ or Qﬁf’(c’c/)) is
greater, and serves the greater of the two using whatevecitgpt has on link(n, ¢); likewise, it checks to see
if Q%f) or ng/’{c’c/}) is greater, and serves the greater of the two using whateyscdy it has on linkn, ¢).
Nodesc and ¢’ are final destination nodes and do not maintain queues.

5This operation would become computationally complex assthe of the network scales, quickly rendering it impradtica
SNote that these messages are simple signals much shomepabiet lengths. We assume that their consumption of liplaity is negligible.



« The coding decision of node: is based on
Dl 2 (1 - Q1)
P91 = (@910 - QY1)
oft] £ [Q ] - (VI + @™ )] + | - (@1 Vi + @™ 1)] .

— If max (p\V[t], p9[t], o[t]) < 0, then no packet is served over lifkz, n).

— Otherwise, if[t] is greater thamax(p)[t], p(9)[t]), then coding is performed: Node removes one packet
from QS{) and one packet fronjz,ﬁ), forms a single coded packet from tker of the two, and transmits
the coded packet on linkm, n). If one of the queues is empty the other packet is coded withllarero
packet, and if both queues are empty no packet is served(pver). Upon reception at node, the coded
packet is placed into both queu@é{:’(c’c/)) and Qﬁf/’{c’c/}). As well as transmitting the coded packet on
link (m,n), nodem transmits two remedy request protocol messages, ohaim one td’. These remedy
request protocol messages ultimately result in a remediegpdieing placed into each que@éem(c) and
queueQrem(c) Nodem repeatedly forms coded packets and sends remedy requéstqrmessages for
them for as much capacity is available on liftk, n) in time slott.

— If either pN[t] or pl9)[t] is greater tham[t], then simple routing instead of coding is performed. Spestify,
it p[t] > p@[t], thenQ'! is served using all the available capacity of lik, n), otherwiseQ'Y is
served over link(m, n).

<

We can understand the policy employed on nodas an extension dfifferential backlogsee [16], [20], [19]):p(/)
and p(9) give the traditional differential backlog associated wjttand g, respectively, and the factart] represents
the differential backlog associated with coding. To caltellthe latter correctly, we need to account for the follawvin
two effects of coding: first, by coding, we effectively seitveo packets for the price of one, removing a packet from
both Q(f) andQ(") while transmitting only a single packet on lifke, n); second, we have to pay for this advantage
of coding with remedy packets which create packetQiﬁm(c) and Qrem(c one for each flow. The first effect
causexQ'! [t [t] — Q(C (<)) o be summed wrthﬁﬁ)[ t] — Qlete “)) when calculating the differential backlog, and the
second effect caused,”"”)[t] and Q’em(c [t] to be subtracted from the differential backlog, finally diely o[t] as
the correct differential backlog associated with coding.

Our main result, Theorem 1 in Section V, proves that the polie describe above will stabilize all exogenous
arrival rates \() and \(9), that lie strictly in the interior of the achievable rate i@ggiven in Proposition 2.

IV. THE WIRELESSEXCHANGE NETWORK

In this section, we consider another special case. Thisi@pegse relates to wireless networks and is relevant,
in particular, tocoPE [9], a practical wireless network coding protocol that h&®ven significant performance
improvements over routing. Our approach not only estabdish theoretical framework for inter-session wireless
network coding, but also allows the intersession codindgpered by coPEto be generalized beyond a single hop.

ﬂ Flow h

Flow f Flow g
= &

Fig. 3. The wireless exchange network. Flgwand Flowg begin at nodes(f) = b ands(g) = ¥’, respectively, and end at nodééf) = v’
andd(g) = b, respectively. Further, Flow-begins at node(h) = m and ends at nodd(h) = b.



A. Achievable Rate Region

The network we now consider is shown in Figure 3. This netwwak been considered in the context of physical
piggybacking [10] and has been referred to previously asrbdified wireless butterfly network [1]. Here, we refer
to it as thewireless exchange networkhe network consists of three link&, m), (', m) and (m, (b,?’)). The third
of the three links, represented by a hyperedge, is a broglilcagrom nodem to nodesh andd’. For simplicity, we
assume that each link, J) has capacityy.; ;) = 1, though it is equally valid for the capacities of the linkslke
dependent on each other if the wireless medium is not shatedgonally.

In this network, we suppose there are three unicast flowsy-fldrom nodeb to v/, Flow-g from ¥’ to b, and
Flow-h from nodem to b. Flow-f and Flowy are information exchangélows. Inter-session coding is performed by
mixing these two flows together with atoR operation at noden. This set-up is akin to a butterfly network where
no remedy packets are required because they are alreadgbdwaat the relevant destination nodes. Flovis a
cross-traffic flow that competes for resources with Flpvand Flowy. It is unimportant whether the destination of
Flow-h is b, v, or both. Balancing the amount of resources given to Flowith those given to Flowf and Flowy
is of vital importance to performance in the wireless exgfganetwork, and we will see that our approach leads
naturally to a fair policy for balancing these flows. The doling two propositions follow as in Section IlI-A.

Proposition 3 (Wireless Exchange Achievable Rate Regitim Routing %, ;)): The achievable rate rregion of the
wireless exchange network with routing contains the setllof)d/), \(9), \(")) that satisfy:

A <y mys 9)

A9 <y s (10)

A L A@) A < Vm, (b)) (11)
A>0. (12)

Proposition 4 (Wireless Exchange Achievable Rate Regitin @ding {'§;,;)): The achiveable rate region of the
wireless exchange network with coding contains the setlofal’, A(9), A(")) that satisfy: for some\(/:9), we have
(9), (10), (12), and

AU 4 A = AUf29) < Vom0, (13)
0< A<f=g> < min(A), -q)). (14)

B. Dynamic Coding and Scheduling Algorithm

Definition 3 (Dynamic Coding and Scheduling Algorithm foe Wireless Exchange Networkis with Definition 2,
let Qy; (/) pe the number of Flow- packets at nodé at the beginning of slot. At each time slot, Flowf packets
arrive at nodé and are placed into que FIOWg packets arrive at nodé and are placed into que l(),g), and
Flow-h packets arrive at node: and are pIaced into queu@fflI .

Each node applies the following policy.

« Nodesb andd’ each serve packets on their queues according to the aeadaphcity on their respective outgoing

links, removing served packets from their queues and piattiem onto the corresponding queue at node

o Nodem calculates the following:

PRI EIGIGH
oft] = (@41 - @) + (W11 - @i'11)

— If oft] > p™1, then coding is performed as described in Definition 2. e’ or Q¢ is zero, then
packets from the non-empty one of the two queues is sent.
— Otherwise, Q" is served using all the available capacity of lifk, (b,0)).
Thus, noden maintains three queues, namaﬂgﬁ,{), (@ andQ , and decides whether or not to perform coding
based on the length of these three queaeREin fact uses a very similar policy, but it instead maintainsiregle
gueue and always serves the head-of-line packet, codinghtother packets with possible.



Using similar arguments as those employed in Theorem 1, weshaw that the policy described in Definition 3
will stabilize all exogenous arrivald(), A\(9) and \(*) that lie strictly in the interior of the achievable rate @y
given in Proposition 4.

V. GENERAL WIRELINE NETWORKS

In Section Ill, we considered the canonical butterfly netwdn this section, we extend the algorithm to be
implemented in more general networks, and prove its stafgi properties. For general wireline networks, we can
consider superimposing or overlaying butterfly network® ithe network to extend the butterfly network case. In
general, this kind of superimposing of butterfly networkdl wbt achieve the capacity region, but it will expand
the region that is achievable by routing. In Appendix |, wesatée such an achievable rate regidn,obtained by
superimposing butterfly networks as introduced by Traskal.g¢11]. We note thaf\ essentially considers all possible
ways in which butterfly networks can appear in a general wieehetwork, and, for each butterfly network, it allows
a coded packet to be transmitted on the center link (or pahdrg as remedy packets are transmitted on the side
links (or paths).

A. Dynamic Routing-Scheduling-Coding Algorithm

Recall that flowf € F originates at node(f) and is destined to nod€(f) (see Figure 4 for an example). We
assume that associated with each flow, gashere is a fixed route witth’y and &, that respectively denotes the set
of nodes and the set of links that the flow traverses. For eade h on the route of flowf, we let u,gf) denote
the set of upstream nodes visited by Flgwackets before they arrive &t and D,(Cf ) denote the downstream nodes
that Flow-f packets will traverse afte. Also, we letpt(Y) (k) andch() (k) denote the immediate parent and child,
respectively, of nodé: on the route of Flowf.

=
-]

Upstream nodes to g ,ED Upstream nodes to
node m on Route 1. ) % node i on Route g.
7 %
> 2
= =,
= =

% = Downstream nodes
Downstream nodes - e 5 s to node 7 on Route /.
to node » on Route g. A 3 v f)
() I O L W n
Dy

) . . - ~
,/ Multicast Session (f,g) : ~~

WY @

Fig. 4. Flow-f goes froms(f) to d(f) and Flowg goes froms(g) to d(g), both traversing link'm,n). The dashed lines indicate
simple paths composed of multiple links; the dash-dottedsliindicate potentially multiple simple paths betweereitd points;
and the dotted lines indicate end-to-end communicatiossipty over a general subgraph rather than a tree. A decisiperform
inter-session coding across floysand g over link (m,n) with remedy nodesb(b’) and decoding nodes: () results in: two
unicast sessions for remedy packeéts| ¢ andb’ — ¢'] whose routes are to be dynamically constructed; and onéaasil session
[n — {c,c'}] over a subgraph to be dynamically constructed.
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Next, we introduce some new notation to distinguish différgervice types and a queueing architecture to be used
in the algorithm.
Notation for Service ProcessesRecall that, when it is ON each linkn, n) € £ can serve a single packet in every
time slot. We distinguish the different types of service olin& as follows:

. S(j;)n [t] : Number of uncoded Flowy- packets served ovéin,n) € &, in slot ¢.

. S(lemn))[ ] : Number of remedy packets served over link,n) € £ in slot¢ that are destined to node

. 5((7(,{5; (©<D1] . Number of intra-session codéd, g) packets that are multicast to the destination(set’).

. S((g:gg’(b’b,)’(c’cl))[t] : Number of newly inter-session codédl, g) packets served ovéin,n) € £ in slot ¢ that

originate from(b, ') and are destined for nodés, ¢’).

Notice thatS(')[ t] denotes the actual amount of service provided not the axffeervice, which may be larger due
to the unavailability of packets. To distinguish, we willeuss" [ ] for the offered service with the same subscript-
superscript convention used erI.“ . Since there will be a single packet transmission in every énnel state
over link (m,n), the vector of offered servicesI[t] must satisfy: for each linkm, n) € £, we have

f) rem(c) ((f.9):(c,c")) ((f,9),(b,6"),(e,e"))
(f.9),(c,c’) (£.9),(b,b"),(c,¢’)

which merely states that the available capacity, ,,)[t] over link (m,n) in slotz must be divided to serve uncoded,
remedy, intra/inter-session coded packets.
Queueing Architecture: We propose the following queueing architecture to be useaur algorithm:

. Q§f) : The queue at nodg¢ that holds uncoded Flovf-packets.
. Q:em(c) The queue at nodg that holds remedy packets destined to nede
. Q( e (f9 (@) L The queue at nodg that holds codedf, g) packets destined tein the pair(c, ¢).
Then, the evolution of these queues’ sizes can be descripédliithe unspecified queue-lengths are always zero):

QP +1) = QP+ AL 10+ v+ S - SN, v e NAd(S) (16)

QM+ = QO+ XTI + SV - S, Vide (a7

QUM gy 1] = QD 5 f M EN g) — ST D[, vf g € . ande € Ny, € N (18)
whereAz(.jiz [t] := AT, _ (s, with I representing the indicator of evef, denotes the exogenous arrivals of

flow f packets into nodg;

m(]) Z Z Z f#]) (4:¢' ))[ t]

(i,§)€EE gEF €Ny

denotes the number dff,g) packets entering nodg that are multicast for decoding at nodésc’) due to an
intersession operation performed at an upstream node (ficylar, node; will recover the flowf packet and place
it into Q(f and node’’ will recover the flowg packet and place it th)(g)) Sm(J)[ ] == S (5,5 [t] denotes the
number of flowf packets that nodg receives from its parent node;

(f) _ ((f,9),(0,b"),(c,c))
Sout(])[ ] - S(%Ch(f)(j))[t] + Z Z Z Z S(jak)g [t]

{9eFJeN} {k:(j,k)EEFNE} beu](f) b’eu](,")

denotes the total number of flojvpackets served at nodewith the first term counting the number of flofvpackets
that are forwarded by nodgto its child node and the second multiple sum counting theriséssion coded packets
that are newly generated atand forwarded to its child node.;

HROED VID DD DI DR DI SR

{fEF:FEN}} meD(f) {g€F:(m,ch N (m))€E} b ett’? ¢ eD(f)(f)
h() (m)
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denotes the number of remedy packets newly generated atjndde to intersession coding operations at one of its
downstream nodes;
rem c)
Z SZJ)

i:(i,5)€E
denotes the number of remedy packets that are indigenoostgd from a neighbor of into j;
rem(c) rem( C)
out Z S (4,k)
k:(j,k)€E

denotes the number of remedy packets that are indigenoostgd from; to a neighbor ofj;

gle ((7;79) (CC)) Z S((f,q) CC))H Z Z Z S((f,q) (b,0")( CC))H
in(j

i:(i,5)€E {e:(4,5)€EFNEy }beu(f) be u'®

denotes the number dff, g) coded packets entering nogewith the first sum counting the number of intra-session
coded packets enteringand the second multiple sum counting the inter-sessionccpdekets entering that are
newly generated at its neighbors;

(e ((f,9), ()
Sout(i) f:="> Sgk
k:(j.k)EE

denotes the number df, ¢) intra-session coded packets leaving ngd#/e note that, while the routes of the original
flows are fixed, the routes for the remedy packets are edteldlidynamically by the algorithm we will propose.

We now describe our policy for performing routing, schedgjiand coding decisions for each link. The intuition
behind the policy is that it uses the knowledge of queuetletp decide whether coding operations are feasible.
Also, compared to the algorithm of Definition 2, this algbnit must also dynamically find routes for the remedy
packets.

Definition 4 (Routing-Scheduling-Codinggc) Algorithm): At every time slott, for each link(m, n) € £ with an
ON state, four sets of weights, provided next, are computembden as simple functions of queue-lengths: the first
two corresponding to the routing of original flows and the eemflows, respectively; and the last two corresponding
to intra and inter-session coding operations, respegtivel

sl 2 (QPI-QVH),  VielfeF:(mn)eés), (19)
52;120)[ ] A (Qrem(c) Qram(c)[ ]) , = ./\/'\{m}7 (20)
XE%:Z))’(C’C))M £ [Q( (f:9): (e ] — (Q(c +(£:9),(e,¢) [t]—l—Q(g)[t]Zn:c)} (21)
+[Q< (fg)(CC))H_(Q(c RGN Q(f[]nc)]7 Vf,g e Fice Ny € Ny,
(LRI 2 QU — (@D + Q)| @2)
+ QW - (@ + Q)]
Vi,ge FibeuD:d e DD:v eU'9;ce DY,
Here, pgn) n)[ ] represents the weight associated with serving uncodedefsack flow f over link (m,n); 5{51”;(‘:) [t]

represents the weight associated with serving remedy tmoker(m,n) that are destined to node X((f g)) (e ))[t]
represents the weight associated with performing intssisa coding between already codgéfl g) packets with
destination paifc, ¢'); anda(n{ 793 (0,8, (ee ))[ t] is the weight associated with performing intersession rptietween
f and g packets with remedies created (&tb’'), and decoding to be performed @t ¢’) (see Figure 4). Also, we
introduce the following notation to denote the maximum Vkeifipr each category and the maximizing parameters.
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1 2 maxp?) ], soa oy A (GedDy

p(m,n)[ ] feF p(m,n)[ ] X(ma")[ ] ((f,9):(c.c")) X(m n) [ ]

feamltl = argmaxp(fizn [t], a5 (e, ) mmlt] £  argmax x((f"g)"(c"cl)) t],

( ) ) ( I ) ( ’ ) (m 77,)
fer o ((f9)(ee))

Emm[t] = max{fﬁf 1], N max oG EE)
(m.n) ] (m.n) § () [t] (G hax oy O lmim) 2]
v t - remie t * * * b,b"),(c,c

- ari%axi(m,n) 1] ((f,9) (0, (e, ) ) mam [6] 2 arg max gr(r{:g (6,67, ( ))[ ],

((f,g),(b,b’),(c,c’))

Let us denotéthe overall weight of link(m,n), denotedwy,, .\ [t] as the maximum of these four weights, i.e.,

oy 1) 2 100 (9 1, € ] X 1), Ty 1]) -

The final decision of which packet to transmit o\et, n) is given based on the maximizer of this expression, where
potential ties between these cases are broken uniformigratom. In particular, we have five cases:

o DO NOT SERVE ANY PACKET If wp,, )[ ] <0, then do not serve any packet over lifik, n) in slot ¢.
o SERVE AN UNCODED PACKET If w mlt] = p{y nlt], then transmit the Head-of-Line (HOL) packet of the
queueQ,, e[ 1t there are no packets in that queue, do not transmit. Inrotloeds, sethr ")[t])[ t]=1.

(m;n)

« SERVE A REMEDY PACKET. If w?, [t] = &[], then transmit the HOL packet of the quegg,™ T,

If there are no packets in that queue, do not transmit. Inrotloeds, set]\/[(mn()c(m "M)[ t] = 1.
o SERVE AN INTRA-SESSION CODED PACKETIf w, m,n) [t] = X{(m, . [t], then perform random linear network coding

(CC) )(m, n>[t]) Ve ,my (F,9)(e5) ") ) [8])

on the HOL packets of the queu@én Sy ((f’q) de and transmit
the resulting packet. If one of the queues is empty, thensiniinthe HOL packet of the other queue without
coding. If both queues are empty, do not transmit. This exeit to settlngM(((f )" (@) e, wiy =,

o SERVE AN INTER-SESSION CODED PACKETIf wy, [t] = o7, . [t], then XOR the HOL packets of the queues

Qm)(m ™ and Q(q)“" ™ transmit the resulting packet to be destineddoc’);,, . [t], and signal the node pair
(0,0')(,y, 0 [t] tO generate the remedy packets to be transmitted tegfy, ,,, [t] toy(c)?m,n)[ t] for flow (f){,,, ) l1]
and from(b’)(m wlt] o (c )(m n)[] for flow (g )(m n)[ ]. If any one of the two queues is empty, perform the
encoding with adummypacket Whose, content is all zeros. If both queues are emptyjad transmit. This
corresponds to setting/,,,, " fg) (B eVt _ g
This completes the descr|pt|0n of tiresc Algorithm. o
Notice that thersc Algorithm inherits the essential characteristics of thgoathm for the butterfly network
described in Definition 2. In particular, it utilizes a fornf differential backlog expressions to decide whether to
perform coding or just routing. The differential backlogpesssions indicate the success of prior decisions and hence
determine whether the link should continue performing ¢hdscisions. However, thesc Algorithm also possesses
new components that do not appear in the butterfly settingt,ee comment on the key differences:

« In the butterfly network, the routes of the remedy packetsewised due to the knowledge of the topology. In
the general network topology, these routes need to be dyadlynestablished in an optimal fashion. To that end,
the queueing architecture is designed to distinguish malgiow packets with fixed routes from remedy packets
without known routes.

« In the butterfly network (see Figure 1), the candidate renreajes, i.e(b,b’), and decoding nodes, i.€c, ¢'),
are apriori known, which obviates the need for a wider seafcbutterfly structures. In a general multihop
network, the optimal choice of remedy and decoding nodesdaim® selected. Figure 4 reveals the possibility
of having remedy and decoding nodes other than at the sourtéestination nodes. Thus, thsc Algorithm
also contains rules for the optimal selection of remedy amebding nodes.

« In the butterfly network, there is no need to consider the ipditg of intra-session network coding since the
paths of the(f, g) coded packets from nodeto the two destinationé, ¢’) are fixed and disjoint (cf. Figure 1).

“We also note that potential ambiguity between the notati ﬁfn and c’

1S ) will be avoided by always using;, g for flows andc, ¢’ for
the destination of remedy packets.

(m,n)



13

In the general scenario, the subgraph to support the msiteassion fromn to (¢,¢’) (cf. Figure 4) must
be dynamically established and is not necessarily a trele @igtjoint paths. As thé f, g) coded packets with
destinations(c, ¢’) traverse the network, intra-session coding operationsl neee performed across them in
order to exploit the network coding advantage within a neakit session. Thus, tesc Algorithm also contains
rules for such decisions.
In the next section, we will show that the achievable rateore@f our Rsc Algorithm containsA described by
Definition 5 in Appendix I, i.e., it stabilizes all the queuas long as the mean flow arrival rates lie insitle

B. Stochastic Analysis

The main result of this paper is provided in the followingdhem, which establishes that omisc Algorithm
stabilizes the network queues for any throughput withiby dynamically searching for butterfly opportunities.

Theorem 1:Let F denote the set of unicast flows that enter at nefle) € N and that are destined to node
d(f) € N for eachf € F. We assume that associated with each flow, fathere is a fixed route witthy and &y
that respectively denotes the set of nodes and the set aftlivé the flow traverses. Associated with each ffowhere
is an arrival proces§$ A(")[t]}; that is assumed to be i.i.d ovewith mean{\(/)}; and bounded second moment.
Also, assume that for some> 0, the set of mean flow rate\(/)} ; are such thafA\(¥) + £}, lies in the rate region
A that is described in Definition 5 (see Appendix I). Then theteyn under th&@sc Algorithm (Definition 4) is stable.

Proof: The proof of the above theorem is given in the Appendix Il |
Next, we remark on the nature asc Algorithm as it relates to earlier dynamic algorithms, amstdss several issues
related to the practical implementation of the policy.

o In the proposed policy, the link Weight(su(*m,n) [t])(m,n) is a substantial generalization of the concept of
differential backlogntroduced in [16]. In many earlier works (e.g. [16], [2&9], [30], [21], [31], [22]), which do
not consider inter-session coding possibilities, thisntelynamically establishes routes by steering packets in the
largest differential backlog direction. However, the #adaility of inter/intra-session coding decisions necedss a
novel improvement to the link weight definition that provédggnificant insight. In particular, the proposed weight
computation contains two new differential backlog termspated in (21) and (22) that respectively measure
the decodability of intra-session and inter-session cquetets that traverse linkn, n). This improvement also
marks a drastic conceptual novelty: that properly maim@iqueue-lengths not only measures congestion levels,
but can also measure sophisticated constraints such at-@mdt decodability.

o The policy requires the knowledge of the occupancy levelshoke nodes at which decoding and remedy
packet generation is to be performed. In practice, suchrimtion may be available only for those nodes in
a local neighborhood of each node. Also, the search spacesdilge remedy and decoding nodes scales as
O(m*), wherem is the number of potential nodes in the decision space. Ahothe performance of the
policy will improve as the span of the search space increaséms been observed in empirical studies [32]
that even a one-hop neighborhood knowledge and search wegptbe achievable throughput considerably. Our
model is general enough to accommodate the extreme scerarinore practical implementation with weaker
but still good performance, and less practical impleméotatvith better performance. We also note that the
complexity associated with the maintenance of the propaselii-dimensional queueing architecture and the
overhead associated with the dissemination of relevantiefength information also arise in earlier dynamic
policies that do not exploit inter-session coding oppattes (e.g. [16], [28], [29], [30], [21], [31], [22]). In
this sense, our policy expands the policy space of dynamilicige in an orthogonal dimension to provide a
means of using appropriate queue-length information taucagnter-session coding opportunities. Accordingly,
the improvements in complexity (e.g. [21], [33]) that haweb suggested for earlier dynamic policies are also
applicable to our policy.

« Itis well-known that adaptive routing capability of quelesgth-based policies may cause large delays, especially
for under-loaded networks as packets incessantly seek oetes to the destinations while the queues do not
grow sufficiently to accurately indicate the congestiorelswto the destinations. In our setup, we have assumed
the presence of fixed routes for unicast flows, which paytiplevents the complications associated with this
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issue. Specifically, when the load of the network is low, imybver the given fixed routes will suffice to support

the traffic, hence avoiding extra delay associated with dyoaouting. Only when the load exceeds the level
supportable by routing will inter-session coding be perfed, and dynamic routing for remedy flows and inter-
session coded flows will be needed. Fortunately, in thisnmegithe recent developments (e.g. [34], [35], [36])

that yield delay-aware dynamic routing for queue-lengtisdal policies are directly applicable. Thus, similar to
the complexity issue, the delay issue associated with dimawlicies appears orthogonal to the inter-session
coding capabilities investigated in this work.

VI. GENERAL WIRELESSNETWORKS

In this section, our goal is to provide the essential elesi@nthe extension of oursc algorithm together with
the corresponding stability analysis. It will be seen that approach can easily be extended to cover the challenging
scenario of wireless communication. For wireless netwottke characterization ol is given in Appendix Il (see
Definition 6).

A. On the Dynamic Algorithm Description and Analysis

In the wireless case, we modify thlresc algorithm, as specified by Definition 4, as follows. For eagpdredge,
(m,N) € €, we compute the following weights:

p it 2 (QUH - QPI) Tmmen. Y €{f € F:(m,n) €&, (23)
SEEHUNE (Q::m@ ) - min Q™ [t]) . Yee N\{m}, (24)
’ m,n)€e
XTI 2N Qe — QU N + QYT )] (25)
(m,n)eN
+ QN — (QY U] + QPIT.w )| VFg € Fic e Nz €T,
o.gfy{:-]qv))a(b,b ).(e,c)) [t] S Z |:Q$TJ;) [t] B (Q%C’,(f,g)y(cvc,)) [t] 4 er)em(c) [t]):| (26)
(m,n)eEN

* {QS{) [t] - (QSf’(f DN+ Qy m(‘:/)[t]ﬂ ’
Vi,ge FibeUD;d e DYy eu?;c e DY,

The definitions forpf,, vy, &0, ny X vy @Nd o7, ) are similar to those in Section V-A. In addition, let

Wi,y [8) 2 1025 (Dl 0 1] € ) [Es X0 18] o) 1))
denote the weight of the hypered@e, V), and find hyperedge rate vectd*[t] every time-slot such that

M*[t] € arg max Z M (i, 8 [EIW (0, ) 2] (27)
M]t]€e© (m,N)e€
This corresponds to picking the maximum weight hypered¢esravith respect to the weigh¥/[t] from within the
set of feasible hyperedge rat@savailable in that time slot. Depending on the weights, ks&ssion coding is or is
not performed according to Definition 4. In wireless netvgyrkowever, we generally cannot assume that one packet
is transmitted on every link. RatheV/(, [t] packets are transmitted on lirfke, V).

Solving (27) exactly to determinM{m_’N)[t] may in general be difficult. The structure Bft] is determined by
how the physical layer of the wireless network is implemdntend it may be difficlt to compute (27) or even to
know I'[t]. There are numerous distributed methods that can be usestitwe the complexity associated with this
optimization while sacrificing from rate-of-convergencelfor maximal throughput performance (see e.g. [21], [37],
[38], [39], [40], [41], [42]). These mechanisms can dirgdtle applied to our setting to enable the practical use of
our Rsc algorithm in wireless networks.

The analysis of th@scalgorithm for wireless networks proceeds along the sanes las that for wireline networks,
whereby we use the achievable rate reglogiven by Definition 6 in Appendix Il to show that the mean dofta
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quadratic Lyapunov function is negative outside a boun@¢dBqueue states. The details of this derivation is omitted
since it does not add any new insight.

VII. SIMULATIONS

In this section, we provide simulations of our dynamic rogtscheduling-coding strategy when implemented in
the butterfly network of Figure 1 and the wireless multi-hatérfly shown in Figure 7. In both the networks, two
flows, namelyf andg, share the resources of the network: Flgventers the network at nodedestined forc’; Flow
g enters the network at nodé destined forc (see Figures 1 and 7). In the simulations, we set the numbarivhls
for flows f andg to be Poisson distributed with meai§”) and \(9), respectively, in each time slot. Also, the link
states are taken to be Bernoulli distributed with megap .y for link (m,n) € €.

Our goals are: to confirm the stabilizing nature of our aldponias suggested by our stochastic analysis; to investigate
the throughput gains of inter-session coding to tradiionating-scheduling strategies by comparing our RSC with
traditional back-pressure (BP) strategies; and to obstedaptive nature of our RSC algorithm in making routing
and coding decisions by using queue-length informationndgJshe multi-hop wireless butterfly (see Figure 7), we
also demonstrate the local coding capabilityawPe as opposed to a wider coding ability ec scheme leading
to the RsC strategy potentially supporting a larger throughput regito address these issues, we provide a set of
simulations under different scenarios.

a) Error-free Butterfly: We first consider the scenario of the butterfly with no linkueés. For this case, we can
see from Definition 1 that we have

FgF — {)\(f) >0, A9 >0 0D L@ < 1}.
Similarly, from Definition 2, we have
r$, = {/\(f) >0,09 >0: A <1,09 < 1}.

These regions are depicted in Figure 2. To facilitate ithtsins, we present the simulation results for the symmetri
arrival scenario where/) = \(9) = X for varying values of\ € (0,1). It is well-known (see, for example, [43],
[28], [19]) that traditional back-pressure (BP) policylsties its queues for any arrival rate that lies strictlythin
I'&,., and hence is callethroughput-optimain this sense. However, the BP policy only makes schedulgrauting
decisions using the differential backlog parametef Section Ill, and does not allow coding operations. Theef
BP cannot stabilize arrival rates that lie insifg . \I'% ...
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,| | =% BP Policy 0.9r =% Route Flow f 7
10°F ©- Route Flow g
7_—‘0'87 =B~ Code Flow f and g 7
@ E
= § 0.7r B
5 Capacity of Routing 3
o Sost i
=3
= o
g o
o éO.S* -
S10't g
S goat 1
= 5
©
8
2o.2f 9
0.1 -
0
10 : : : : : : 0 ‘ ; ; ; ; ; ; ; !
62 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
Arrival Rate A (= A0 = @) Arrival Rate A (=A? =2@)
Fig. 5. Mean total queue-length under RSC and BP policies for Fig. 6. Mean rate of flow allocated to routing and coding deois
the butterfly network with symmetric arrivals. at nodem for the butterfly network of Figure 1.

In Figure 5, we plot the mean total queue-length levels ofBReand RSC policies for varying values &f This
simulation also confirms the throughput-optimality of ouB® policy for the butterfly network with the ability of
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coding. For the RSC policy, it is interesting to study therage flow rate over linKm,n) that is allocated to Flow

f and Flowg packets as well as codetd g packets. This is shown in Figure 6. We observe that the rideaéd

to coded packets gradually increaselasicreases, while the pure routing decisions occur at a dstrg rate. These
simulations show that RSC dynamically takes advantageettiling capability as the load of the system increases,
while BP suffers from the inability to perform coding.

b) Error-free Multi-hop Wireless ButterflyWe consider the error-free multi-hop wireless butterfly vehadn
Figure 7, where the hyperlinkn, {c,¢'}) is a broadcast link. To capture wireless communicationtéitrons, we
assume a primary interference model where no node can esaai transmit simultaneously in any given time slot
and adjacent links cannot be active simultaneously in amgngtime slot. We assume that nodesnd ¢’ cannot
overhear the transmissions of nodeandd’. Hence, undeccoPEg noden cannot perceive the coding opportunity
and simply performs routing. However, undesc strategy, coding occurs at node which actively sends remedy
requests to nodes and’, forcing the discovery of alternative multi-hop remedy esito the destinations. Hence,
the remedy packets are routed to nodesnd ¢’ via nodesp andg. This leads to a higher throughput region under
the RscC strategy as seen in the Figure 8.

- Capacity of Capacity
—8—RSC Policy |  copg of RSC
= ¥ = COPE

Mean Total Queue-lengths

0O 01 02 03 04 05 06 07 08 09 1 11

. _(0_\@
Fig. 7.  The multi-hop wireless butterfly. Flows and g begin Armival Rate A (=AT=1T)

at nodess(f) = b ands(g) = b, respectively, and end at nodes
d(f) = ¢ andd(g) = c, respectively. Coding occurs at node
and coded packets are broadcasted by nede nodesc and ¢’

Fig. 8. Mean total queue-length under RSC and COPE policies f
the multi-hop wireless butterfly network with symmetricizats

c) Error-free Skeleton of the ButterfijNlext, we consider thekeleton of the butterfly networihere the side-
links (b, c) and(b’, ¢’) in Figure 1 are completely disconnected, #g..) = v,y = 0, while all the other links of the
butterfly network are fully connected. This is an extremenac® where the capacity regions of routing and coding are
equal. Thus, network coding should not be performed at modsince there exist no side links to convey the remedy
packets necessary for decoding. Therefore, RSC is expaztadaptively stop coding and limit its transmissions to
uncoded packets. This is exactly what we observe in Figureh8;h depicts the decision rule for the skeleton of the
buttefly with varying symmetric arrival rates. We observatthodem does not perform any coding operations and
RSC achieves stability for rates inside the capacity regibthe skeleton of the butterfly. A similar example can be
easily constructed in the wireless butterfly scenario withilar performance.

d) Asymmetric Butterfly with errordJp to now, we considered purely ON or OFF link qualities. la fhllowing
simulation, we considey values that lie betweef and 1. An interesting scenario is when link qualities and arrival
rates are asymmetric. To that end, we assume the followmhgréites for the butterfly network of Figure 4 ,,) =
Vine) = 3/4, Yb,m) = V(n,e') = 1/2, Vbe) = 3/4, Yooy = 1/3, andw(m_,n) = 2/3. Notice that the coded flow
rate over link(m,n) is limited by the link ratey, ., = 1/3. For this set of mean link rates, the capacity regions of
routing and coding as described in Definitions 1 and 2 arectisgiin Figure 10.

For this asymmetric network, we 1A(/), A\(9)) = (1/3,1/2), which is a rate that cannot be supported by mere
routing. Figure 11 depicts the running average of the tat@lug-length levels in the system when our RSC algorithm
is active, which shows that RSC quickly stabilizes the nekwgueues. More interestingly, Figure 12 depicts the
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running average of the rate of service provided to routinthefindividual flows and the coded packets. We see that
the RSC algorithm automatically converges to the routiodifeg rates necessary to support the incoming traffic. This
confirms the adaptive nature of the algorithm.

VIII. CONCLUSIONS ANDDISCUSSIONS

In this paper, we have introduced a dynamic routing-schegidoding strategy for inter-session network coding,
which can be seen both as a generalization of dynamic rostthgduling strategies based on differential backlog
(e.g. [16], [20], [19]) and as an extension 0DPE [9]. Our strategy decides whether independent flows shoald b
coded together at a node and, if so, where and how. We did msid=r allowing for coding operations that involve
more than two flows at a time, but generalizing the ideas af plaiper to allow for such coding operations is, at least
conceptually, not difficult.

Our main result was to show that this strategy, calledrBe algorithm, stably supports any throughput that lies
strictly within a known achievable rate regiof, Uncharacterized rate regions may simply have to be actdpte
proceed with inter-session coding in a meaningful way stheegeneral rate region for inter-session coding is shown
to be very difficult to characterize [8], [44], and attemptsdescribe rate regions, such Ashave not yielded the
gains observed in empirical studies (e.g., [9]). In this kyave have described a policy rather than a region, and it
may be that any accurate characterization of achievabds-ragspecially in scenarios pertinent to practice—willehav
to come from practical implementations. TRec algorithm, at any rate, is grounded in a solid theoreticamfework
and generalizes empirically studied strategies, suchceE

This work opens up numerous interesting avenues for futeasearch. One immediate extension concerns the
availability of multiple routes between the unicast sowtlestination pairs, which is a relatively easy extensiomter
direction is the possibility of multi-cast sessions ratti®an unicast sessions. It is not difficult to see that rac
algorithm can be easily extended to allow such multicastiige performance analysis can also be performed along
the same lines of argument once the achievable rate regigncharacterized for this scenario. In the backpressure
literature, a direct connection has been identified (e.g], [R9]) between queue-lengths and congestion prices (or
Lagrange multipliers of an associated optimization prof)lelt is of interest to identify such a connection between
the extended version of queues that we introduced in thikwod appropriately defined prices.
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APPENDIXI
ACHIEVABLE RATE REGION FORGENERAL WIRELINE NETWORKS

An achievable rate region for serving unicast traffic in aegahnetwork topology when inter-session linear coding
is allowed has been described by Traskov et al. [11]. Thigreg obtained by exploiting coding opportunities of the
“butterfly” type discussed in the previous section. The echidle rate regior for wireline networks is as follows.

Definition 5 (A for wireline networks):Assume that we are given a wireline netwdtk= (N, £), a set of average
link capacities{~(; ;) }«,j)ce, and a setF of flows with a beginning node(f) € N and a destination nod& f) € N/
for flow f € F. We assign an arbitrary ordering to the flows#n Then, A is the set of unicast flow rate(s\(f)}fef
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satisfying the following constraints for son{e(f) I {pgj_)’g’l)}, {rgifj_)’g’l)}, and {vgifj_)’g’l)} [11]:

AD i = s(f),

ool = > Al =N ifi=d(f), VieN feF (28)
g:(h.g)€€ J:(G)€e 0 otherwise
(f—g,0) (f—=g.) (f—g.l)
> Wiy iy ey
i:(4,j)EE
. (29)
= > Wy ey, VileN fgeF,
i:(j,i) €€
- o[>0 =1, ,
>l - Ef,lf”’{ S VileN fgeF, (30)
i:(i,j)€EE i:(j,0)€E <0 otherwise
—q,l —g,l < 0 if .] = la .
ooyt = > ){>o . VIlEN fgEF, (31)
i(i,)) €€ i(j.i)eE > ot erwise
pe A =l W (mn) €€, fgeF, (32)
S el 3N s (fa )+ DY e <y Y (d) €8, (33)
fer leN g>f leN g#f
s A0S e >0, Vg e geF, (34)
lEN f#g

max ok 91
Whel’ep(” (.f797 ) maX(pEfJ)q ) pEZ])f ))

In this definition, the variablesx({i.)}(iyj)eg define flow f, which is a flow of sizex/) going froms(f) to d(f).

For any two flowsf andg, {p(Z P )}(i_j)eg is the poison flowof f acting ong, which flows from where flow; is

remedied, or decoded, to the coding ndd(@réf;g’l)} (i.j)ee 1S theremedy flowof f acting ong, which flows from

where remedy packets are provided to where flois remedied,; ane{v(lfj g )}(Z jee is theremedy request flowf

f acting ong, which flows from the coding nodeto where remedy packets are provided. In Figure 13, we show
these flows for the butterfly network of Figure 1.

Equations (28)—(29) ensure thatp, r, v, indeed define these flows. Equations (30)—(31) ensurepthad v flow
in and out, respectively, of the appropriate coding nodesiaion (32) ensures that, at the point of coding, two flows
being coded together introduce the same amount of poisoadio ether. When performing inter-session coding, the
poison flow has the effect of removing flow fromfrom the network, while the remedy flow adds additional flow
to the network. Equation (33) ensures that there is suffigapacity in the network given the effect of poision and
remedy flows. Lastly, equation (34) ensures that poison agdest flows follow the appropriate uncoded flows from
which traffic is removed and remedy packets are providedd&®sainterested in more detail are referred to [11].

APPENDIXII
ACHIEVABLE RATE REGION FORGENERAL WIRELESSNETWORKS

Using the insights developed in [45], it is not difficult toesthat A extends to the wireless case as follows. The
principal differences between the wireless and wirelirgesaare, first, that the broadcast capability of links isuaot
using hyperarcs, and second, that possible interferenoam@ihnks is captured by assuming a more complicated set
of feasible link capacities. The interpretation of the variables defining the achievabte region is the same as in
Appendix I.
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Definition 6 (A for wireless networks)A for a wireless network{ = (N, &) is the set of flow rategA(/)}

satisfying the following constraints for son{egﬁN)n)}, {pé;?g)’g)}, { E1fn_)]\(/]7ll))} and{s Efn_)]\(}l’n)}

MO i n=s(f),

Z anMm)— Z Zx(mNn)— A if n = D(f), VneN, feF,

M:(n,M)eE meM m:(m,N)eE nEN

(f—g,0) (f—g,1) (f-’ 0
D DBl T F S )
m:(m,N)eE Non

0 otherwise

N —g,l —q,l
= > Effz qu3> Efszqnz) +S§wfz,1»fmz>)’ vineN, fgeF,
M:(n,M)EE meM

S e - Z > dl}ffi){zo =l yinen, fger

m:(m,N)eE Non (n,M)eE meM <0 OtherWISe

> oTd- Ty m{“ =l en fger

m:(m,N)e€ Non (n,M)€E meM >0 Otherwise
pﬁm‘;? = pgj;jg,:gh ¥ (m,N) €& neN, fgeF,

Z meNn)+Zzpme) fvgvl)"'—zzzrgz;j\%g) S’Y(m,N)a V(m,N)Eg,

feF | neN L g>f I f#gneN

mNn —I—ZZ Eil]gi))—i—sf:]\{g))zo, V(m,N)e& neN,geF,

pSO7 r>0, s<0, x>0, ~e€Convex Hul(©®),

max —9,0) =
Whel’ep(m)N)(f,g, maX <Z p {n ,Z\!/zn)7 Z pgi]n;]\jfx”z)> ’

neN neN

(35)
(36)

(37)
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APPENDIXIII
PROOF OFTHEOREM 1

Proof: Our proof is based on stochastic stability methods that arenconly utilized in dynamic algorithm
analysis (e.g. [43], [18], [19], [34]), whereby the meanftdaf an appropriate Lyapunov function is studied and is
shown to be negative except for a bounded state space.

To that end, we recall the evolutions of the queue-lengthergby (16) - (18) and note that the queue-lengths can
be upper-bounded in terms of offered servidé$’[t] as follows:

+
QVe+11 < (@1 - MU 1)+ AL 0+ Y+ MO, Vi e Nar) (38)
QO +1) < (@O - M)+ Xl + M, ¥ e (39)

QPP < (QEUDEND gyl L MEGD DY vrgeF,  @o)
Ve e Ny, € Ny.

Similarly, Y, m( )[ ] and X" [¢] can be upper bounded in terms of offered services vadfit. The definitions of

in(j)

the termsMiS{()j)[ s ijg)(c) ], Ml.(rf"(g.{’g)’(c’c,))[ s M(SQ(J)[ s M;Z'Z()C)[ ]\ andM(th((’;)g) (4] is similar to that of
their actual services counterparts in Section V-A.

We consider the quadratic Lyapunov function:

(Z Z Q(f) +Z Z Z rem(C)) +ZZ Z Z Z (Q;C,(f,g),(c,c/)))2>

fEF jeENF fEF ceNy jEN} fEF gEF cENy /€Ny JEN NN

We let AV (Q) £ E[V(Q[t+1]) — V(Q[t])|Q[t] = Q] to denote its conditional mean drift when the queue-length
levels areQ. Before we study the mean drift of the queue lengths for thiapnov function, we provide a bound
that will be used in the analysis:

Lemma 1:Consider the queue-length evolution given®¥t + 1] = (Q[t] — M[t])" + Aft] + Y[t] where A[t] is a
non-negative random variable with finite mean and finite sdamoment for every time-slat Also, M[t] and Y[t]
are bounded non-negative random variables. Assume thiayéoyt, M|t], A[t], andY[¢] are independent giveR|t]
and A[t] is independent of)[t]. Then the Lyapunov drift is bounded above as follows:

AV(Q) < B + Q (E[A[t] + Y[t] — M[t]]|Q[t] = Q]) (41)
for some constanB;.
Proof:
@12 - @ < (@I - M) + Al + ) - (@l
< (QM - M+ U+ Al + YH)? — (Q[H)?

whereU|[t] = M[t] — Q[t] if M[t] > Q]t] or U[t] = 0 otherwise. Note that/[t] is non-negative and can be bounded
above by some constant Therefore,

AV(Q) < (1/2)E[( [t] = M[t] + Alf] + Y])* — (Q[])*|QlH) = @ ]+77E[A[t] Y{i]|Qft] = Q]
< NE[AR]+Y[HQ[t] = Q] + (1/2)E [(A[t] + Y[t] — M[t Q] + QE[A[t] + Y[t] - M[t]|Q[t] = Q)
< AE[AR]+E[Y Q] = Q] + (1/2)E [(A[t])2]+(1/2) [( [t]— MIt)*|Q[t] = Q]
+E A E[(Y]t] - M[])|Q[t] = Q] + QU E [Alt] + Y[t] — M[t]|Q[t] = Q]
< B+ QE[A}] +Y[i] - M[]|Q[t] = Q]

where B; is a constant. The last inequality follows from the assuongiin the Lemma. |



22

Note that the terms in queue-length evolutions given in (3840) satisfy the conditions of the above lemma and
hence the drift can be bounded as in the lemma. For notat@mmdenience, we drop the terftj in our derivations.
Defmeu(m n) = E[M() |Q] Then using the above lemma, the Lyapunov drift can be baliaéeve as follows:

AV(Q) < B+ Z )\(f S(f) Z [Z“ D ( f)) + Z z;mn;:) (Qrem e) Q:;em(c))

fer (m,n)e€

+ Z ME(f g)) i(e,e”)) ( (Qgg-,(fyg)y(cyc’)) _ (lecy(f-,g)-,(&ﬁ’)) + Qgg)))
(f:9):(e,e”)

n (Qgcmg),(c,e/)) QU e fo’)) )

+ > ME;{ fj) (b,b7),(ee) (Qm (Q (e 4 Qrem(hy
(£.9).(b.b).(c.c”)

_i_QSg) _ (lec,(f,g),(c,c/)) + Qzem(C))>1

where B is a constant. The last equation follows from a substitutibithe terms of the queue-length evolution as
provided above, and the Lemma 1.

Notice that for any(m,n) € &, the instantaneous link capacity constraints ( Equationf@&)e us to select the
different service rates

(M((rJ;) y M(ngl(;)v M(((f 9)) (e,c)) M(((f 9)) (0,0),(c.c ))) such that
Z /'L(m ” + Z Iurem(C) + Z uE(f 9)) i(e,e”)) + Z Mgg':z))-,(byb ):(ee") < Ymum)- (42)
(f,9),(e,c”) (f:9),(b,0"),(e,e’)

It is not d|ff|cult to see that oursc algorithm is designed to pick feasibll dynamically and distributively such
that AV (Q) is minimized for eachQ.

Since {\Y) + ¢} lies in A, we have{:c b P Ef;ng) N gfnjf; Dy, {5(m fﬁgl }, and {¥(;n,)}, Which, together
with {\(/) 1 ¢}, satisfy the constraints prowded in Definition 5 given ie ﬂ;ectlon I. In generapf—9:D  (f—9.D)
ands/ 90 form a flow that starts witls at nodel, changes te, and ends withp at nodel [11]. Using the conformal
realization theorem (see, for example, [46, Propositidj)lsuch a flow can be decomposed into the sum of a finite
number of simple cycle flows. We assume, without loss of gaitgrthat the flow formed by(/—90 (f—=9.1) and
s(f=9.D is a simple cycle flow; more general flows result from supeitiosss of this case. Specifically, we assume
that s(/—9)) is a simple path flow froni to b(/—90 thatr(/—9) is a simple path flow fronb/—9:1) to D(/—9.D)
and thatp(/—9Y) is a simple path flow fromD(/—9" to I. We denote the magnitude of these flows Xy 9"
and the node immediately precedihgn simple path flowp/ 90 by k(f=91  For a pictorial demonstration, see
Figure 13 in the section |, where we habé 90 = b, DUI—9D = ¢ D= = ¢ andklo—FD = (f=9) = p
andl =m

Let

Wim,n) £ max (m}lx (Q%) _ lef)) , max (Q:«sm(e) _ Q:lem(c)) ’

(f ?)13(’2(0/) (QgTi’(fag);(C,c/)) _ (lec,(.f7g)7(c7c/)) + leq)znzc)) + (Q52/7(f’g)’(c’c/)) _ (lec/,(f,g),(c,cl)) + lef)znzc,)) ’

() — (c".(f.9):(e:e) rem(c’) (9) _ ¢,(f,9),(e,¢") rem(c) )
m m n + / +
(£.9):(b.b). (c.e') (Q (@ Q)+ QW — (@Y Q; ))
be the weight associated with lirfkn, n). Then, under the&sc algorithm, we have

AVQ < B+ Y AQUL— 3 vy Wi, (43)
feF (m,n)eE



23

which follows from the link rate constraint (42).
Next, we consider the term Z Y(m,m)Wim,n): USINg equation (33), we obtain

(m,n)eE
Z Y(m,n) W(m,n) > Z Z { + Z an;sxn) fa ga + Z Z éfn_;s)l) } (m,n)»
(m,n)eE (mmn)e& f L g>f I g#f
which then yields
(m,n)e€ (m,n)e€ f

3 S e s W (45)

(mmn)ee f 1 g#f

= > 2D (g DWW (46)

(mmn)e€ f L g>f

3 S W, (47)

(mn)e€ f 1L g#f

Wherep”;;ln (f,g, ) = min(p(f_’g’l) P D) n the last expansion, (45) and (46) follows from the factttha

(mm) *P(m,n)
max g,l —fil mm
Next, we study the terms (44)—(47) F|rst we considm) + (45):

@+ = Y Z(IEQ,NZZPH’”) Ho

(mmn)eE f L g#f

¢y z(éﬁzn>+zz ) (ma (@2 - )
(mmn)eE f L g#f d

= Y Yl (e -a) 5
(m,n)e€ f

Y e (e - @), (49)

(mmn)ee f 1 g#f

where the inequalitya) follpws from the definition ofi¥/(,,, ,y and the fact thakgfn)_’n) +3, Zq#pg;f)’l) >0 for
all (m,n) € £ and f € F since (34) holds and < 0.

Next, let us lower-bound the terms in (48) and (49). By equm({28) and the fact thai@d(f) =0 forall feF,
we have

> el (@ -Q) = 09+l (50)
(m,n)eE
Also, by the assumption that/—9" is a simple path flow froni to D(/—91 of rate —A(f—~9:) we have

= (0-ar) = 0 (e~

(m,n)e€
= (f_)q’l) (QD (F—g,1) — l(j)) . (51)

Thus, by using the lower bounds in (50) and (51) in (48) and,(%Spectively, we obtain

@)+ @5) > SO0 49 + 33 A00 (@), - o). 52)

f fob g#f
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We now move to the third summation (46). We have, using equg82),

- Z p?;?n)(fugul)w(m,n) = /\('f_’g’l)W(z,Mfﬂy,w) - Z mm (f7ga) (m,n)- (53)
(m,n)e€ (m,n)e€& m#l

Now, using the definition otV(,, ,) we can write
)\(f_’-"’l)W(lywag,z))

> AU e Q) 4@ — g — g (e _ glethaieen)
- (£9).(b:b),(e.) Q- - QT - Qi Qkea=id

@ rem(DUE—9D rem(DE— D
z )\(j ol (Ql(f) + Q(q) B Qb(fﬂ(y ) ) - Qb(gﬂ(f 1) )

54
(D(fﬂy ) J(£,9), (D(fﬂg L) D(gﬂf l))) (D(gaf’l),(f,g),(D(ng’L),D(gﬂf’”)) ( )
Qk(f“y 1) k(g—£.1) ’

where the inequalitfa) is obtained by settingc, ¢’) in the previous maximization teD(/ —9:) D(9—1D),
Similarly noting thatp < 0 and using the definition of(,, ,,), we can write

Py (f2 9, D W)

2 —plminy(f19,)  max (Q(C (F9) (o)) _(QUeFo)(ee) 4 Q)T _ )

FQU (e (e (Fa)lec)) 4 Qgiﬂzn:c,))

(f—g,0) (f—=g.l) plg—1£1) (f—=g.l) (¢ (f—g.0) plg—1F.1) 3
> —piin (.9, )(QD “D(F(DUTHD DI _ QU (£ (DUTHD DO (DT

+Q(D(9~f D (f,9), DY pla—F l))) Q;D(gﬂfyl)7(fﬁg)_’(D(f~g,l)_’D(gﬂfyl))) - leg)z{n:D(gﬂf L)})
(55)

where the last inequality is obtained by settitgc’) = (D90 D—FD) in the previous maximization. Now,
P (f: 9, )W,y s @ flow of rate— A\ =90 from [ on to the pathP = {path fromk(/—91 to DU—9D} U
{path fromk9—7/b to D=/ Therefore, we can write from (55)

- Z(m,n)ef,mil p?#mnn)(fa g, Z)W(m,n)

> Z A(f—aD) W)

(m,n)eP

gl (DY =9 (f,9),(DY 9D pla—FDyy ) (DY (f,9),(DY 9D pla—FDy) (9)
> AF=9:D (Q (F—a,D) - QD(fﬂg,l) + Qk(gﬂf,l) - Qp(wfd) )

(56)
Hence, by combining (53), (54), and (56), we obtain

2. 2.2 w9 DWinm)
(mn)e€ f 1 g>f
222 2N (@~ @l

L g>f
(9) (9) rem(DY—9:0) rem(DE—FD)
+Ql ~ @pa—srn ~ Qs anwf D (57)

= Z Z Z =90 (Ql(f) _ Q(D(fﬂg , Qz(e;z(gDL()fag l)))

U g#f
Finally, we move to the fourth summation term (47). We have
Z TEf—’!;J)W(m n) > Z f—’%l) (Qrem (DU—9:D) _ Q:Lem(D(ng’L)))
(m,n)e€ 7 (m,n)e€
)\(fﬂg l)Qrem(D(ng L))
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where we have used the assumption thdt"%) is a simple path flow fromb(/—9:0) to D(f—91 of magnitude
A=9D Thus,

S OSSO W 2 SN S AU el BT, (58)

(mn)e& f I g#f f L g#f
Bounding the summations (44)-(47), by (52), (57), and (88d then canceling common terms yields

D Yo Wy 2 35O +)Qf}),

(m,n)€E fer
which, when substituted into equation (43), proves th&t(Q[t]) < B — ¢ Z Qs(f)

We take the expectation of both sides with respect to digioh of Q[¢] for all ¢ between0 to 7" — 1. Then, add
both sides of the resulting inequalities and cancel common terms to get

T—1
E[V(Q[T —1]) - V(Q)] < BT—eY > E[QY} ]

t=0 fEF

After re-arranging terms, noting the non-negativitylofQ) for any feasible queue-length vector, dividing both sides
by T', and lettingT" go to infinity, we obtain

hmsup—zz Q(jf) < §<oo7

T—o00 t=0 feF

which establishes the strong stability of all entry-levakges. Then, we can recursively argue that each downstream
gueue must also be stable since, under our propasedpolicy, packets are forwarded in the direction of smaller
gueue-lengths. Thus, the entry-level queues are stafigtitargest, and their stability implies the stability dfet
remaining queues. |
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